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Abstract

In this paper a new strategy is proposed for scaling factor adaptation in DE. It is based
on the success rate value, i.e. the number of successful solutions generated within one
generation divided by total population size. The proposed method is inspired by the results
of the genetic programming, which was previously applied to design parameter adaptation
schemes. In this study these ideas are further developed, and applied to a recently proposed
L-NTADE algorithm. It is shown that on two sets of benchmark functions, used in Congress
on Evolutionary Computation 2017 and 2022, the modified algorithm is capable of achieving
much better results, and compete with the best proposed algorithms, while using the same
set of parameters.
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1 Introduction

In recent years, there is a great interest in automating the process of searching for neural network
topology. This problem is called Neural Architecture Search (NAS), which can be seen as a 3-gear
mechanism: the search space, the error estimation and the search strategy.

The search space defines what kind of neural architectures can be reached, and it can be divided
into three types:

– A search space restricted to sequential models. These models consist of consecutive layers
(L0.L1, ..., Ln), where layer Li receives as input the output of layer Li−1

– A search space with more complex architectures where the input of the i-th layer is defined by
the function gi(L0, ..., Li−1). Examples of this search space are the Residual Networks [4] or
the DenseNets [5].

– The search space of block-based architectures [12], [11]. These are based on a design pattern
that consists of the consecutive repetition of a set of layers called blocks.

To guide the selected strategy throughout the search space, we need a metric to help us. The
simplest way is to evaluate the error obtained in the validation set, however, due to the long
computation times required, alternative methods are being searched for, such as: reducing the
training set [12], reducing the number of epochs [10, 12], using less filters [7, 12] or using lower
resolution images [2].

Different kind of search strategies have been proposed in the literature mainly based on rein-
forcement learning with a reinforce policy [9], a proximal policy optimization [12] or Q-learning
[1]. Other strategies based on evolutionary algorithms have been also proposed with different types
of genetic operators, such as using selection by tournament [7, 8], eliminating the worst individual
in each generation [8], eliminating the oldest individual [7], or using Lamarkian inheritance [3] for
the offspring generation.

In this paper, we propose an improved version of the NSGA-Net algorithm [6], which is a multi-
objective genetic algorithm for the NAS problem. One of the drawbacks is the limited diversity that
can be generated by the original crossover operator, which generates only one offspring keeping the
common genomes, and leaving the rest randomly. In order to avoid this limitation, we proposed a
new 2-point crossover restricting the possible cutoff points only to the block limits.

The rest of the paper is organized as follows. In the next section, some preliminary results are
shown on the well-known CIFAR-10 dataset. Finally, some remarks and future works are presented
in the conclusions section.

2 Experiments

In this section, we present the empirical results to show the efficacy of the proposed operators
for the NSGA-Net algorithm to automate the NAS process on the CIFAR-10 benchmark. Two
objectives were considered to guide our NSGA-Net based algorithm: the classification error on
the validation set and the computational complexity measured as the number of floating point
operations (FLOPs) needed to execute the forward pass of the neural network. The CIFAR-10
dataset was considered for the classification task, splitting the original training set into our training
(80%) and validation set (20%) for the neural architecture search. The original testing set was only
used to obtain the test accuracy of the final models.
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Regarding to the genetic parameters, the population was randomly initialized with size fixed to
40 during the 20 generations for exploration and 10 generations for exploitation. The coding of the
genomes consists in a sequence of 3 blocks, each containing a maximum of 4 nodes. The training of
the neural networks is carried out for 25 epochs, with a learning rate of 0.025 descending according
to the cosine annealing scheme, and a batch size of 128.

(a) Objectives space distribution (b) Evolution of the population accuracy

Fig. 1: NSGA-Net vs LimitPhase on CIFAR-10

Figure 1 shows the comparative result between the original NSGA-Net and our proposed algo-
rithm on the CIFAR-10 dataset. The distribution of the solutions provided by both algorithms is
shown in figure 1a, where our proposal (NSGA-LimitPhase) presents a higher accuracy concentra-
tion in values around 90%, although with greater complexity (FLOPs). This information is also
reflected in figure 1b, where the evolution of the accuracy of the population models of NSGA-
LimitPhase presents a better performance. Additionally, in this figure we can see the deterioration
of the NSGA-Net population throughout the generations, which it is accentuated at the end. How-
ever, our proposal presents accuracies more stable at high values with a smooth downward trend
at the end.

3 Conclusions

In this work, we have proposed the use of a new crossover to improve the NSGA-Net algorithm
for the NAS problem. Experimental results show a better accuracy distribution in the objectives
space, and a better accuracy evolution on the CIFAR-10 dataset. These results are very promising
for the treatment of other datasets/benchmarks in order to design a good algorithm for solving
the NAS problem. Further works include both the application of the proposed algorithm to other
datasets and the comparison to other state-of-the-art algorithms for the NAS problem.
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Abstract

NP-hard decision problems in which the cost function is a priori unknown to the Decision Maker arise naturally in many

applications. We present a novel algorithm, inspired by Simulated Annealing, that exploits the structural randomness of

Metropolis exploration in order to simultaneously find the optimal solution and learn its cost. As benchmark cases, we test

our algorithm on the Directed Steiner Tree and Traveling Salesman problems. Our results suggest that problems for which

Simulated Annealing works with known costs can be efficiently attacked with our algorithm when costs are unknown.

Index Terms

Simulated Annealing, stochastic optimization, reinforcement learning.
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1 INTRODUCTION

THE recent years and events lead to a massive development of content-oriented cloud services. The most popular

and voluminous content offered in today’s networks are videos that must be efficiently delivered to end customers.

The objective of the service provider (root) is to optimize the delivery of content to its costumers (terminals). In this

optimization problem the cost is usually assumed to be known (Figure 1, left graph). Yet, in reality it is often unknown

because it depends on many stochastic factors, such as the traffic on the network, the level of demand, and so on (Figure

1, right graph).

Fig. 1. Directed Steiner trees with known and unknown costs.

This is just an instance of a general decision problem in which, ex ante, the Decision Maker (DM) ignores the payoff

of the available actions and has limited resources to discover it. In this note, we show that a natural modification of the

Simulated Annealing algorithm of Kirkpatrick et al. (1983) permits to efficiently solve this conceptually non-trivial problem.

2 KNOWN PAYOFFS: METROPOLIS ALGORITHM AND SIMULATED ANNEALING

Let A be a finite set of actions and u : A → R a known objective function that the DM aims to maximize.1 When the

number of alternatives is small, the DM can just use a brute force comparison-and-elimination algorithm that, after |A| − 1

binary comparisons, finds the optimal alternative.

When the number of alternatives increases, one needs to go beyond this basic algorithm. In particular, one can rely

upon the celebrated Metropolis Algorithm (Metropolis et al., 1953) and its evolution called Simulated Annealing (Kirkpatrick

et al., 1983).

1. It goes without saying that for minimization problems the analysis is similar.
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Metropolis Algorithm: Let β > 0.

Step 0. Choose a ∈ A randomly.

Step n+ 1. Choose b ∈ A randomly.

• If u (b) ≥ u (a), then set a ≑ b.

• If u (b) < u (a), then set a ≑ b with probability eβ[u(b)−u(a)].

Specifically, the random choice at Step 0 is performed by drawing a from an initial distribution µ (·) on A; the one at

Step n+ 1 by drawing b from a Markovian distribution Q (· | a) which depends on the incumbent a.2 The full name of the

algorithm is thus Metropolis Algorithm with inverse temperature β, initial distribution µ and proposal matrix Q. Its key property

is that, if the current state is a, the next state b is determined according to the following transition probabilities

P (b | a) =


Q (b | a)min

{
1, eβ[u(b)−u(a)]

}
if b ̸= a

1−
∑
c ̸=a

Q (c | a)min
{
1, eβ[u(c)−u(a)]

}
else

Thus, the algorithm realizes an aperiodic and irreducible Markov chain with stationary distribution

pβ (a) =
eβu(a)∑
b∈A eβu(b)

∀a ∈ A

Therefore, the long-run frequency with which a is chosen from A is almost surely pβ (a).

The idea of Simulated Annealing is to slowly increase β, while the Metropolis algorithm runs, with the objective of

approaching the limit distribution

p∞ (a) = lim
β→∞

pβ (a) =


1

|argmaxA u|
if u (a) = maxA u

0 else

which concentrates on the maximizers of u on A. In the words of its creators: “At each temperature [here 1/β], the

simulation must proceed long enough for the system to reach a steady state.” Thus, the constant β is a replaced with a

sequence βn of inverse temperatures such that βn ≡ βt0 is maintained constant for n = 0, ..., t0, with t0 large enough to

achieve the stable (empirical) frequency

p̂0 (a) ≈
eβt0u(a)∑
b∈A eβt0u(b)

∀a ∈ A

Subsequently, βn ≡ βt1 is maintained constant for n = t0 + 1, ..., t1, with t1 large enough to achieve the stable (empirical)

frequency

p̂1 (a) ≈
eβt1

u(a)∑
b∈A eβt1

u(b)
∀a ∈ A

and so on, aiming at a long-run frequency

lim
k→∞

p̂k (a) ≈ lim
k→∞

eβtk
u(a)∑

b∈A eβtk
u(b)

= p∞ (a) ∀a ∈ A

2. The distribution Q (· | a) corresponds to the a-th row of a symmetric and irreducible A × A stochastic matrix Q. This matrix describes the

way in which the algorithm explores the landscape A. Irreducibility guarantees full exploration of A, symmetry is intuitive and can be dispensed

with. See Hastings (1970) or Madras (2002) for a textbook treatment.
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as βn diverges (so that βtk diverges too). The sequence {βn}n∈N is called annealing schedule.3

Simulated Annealing: Let βn → ∞.

Step 0. Choose a ∈ A randomly.

Step n+ 1. Choose b ∈ A randomly.

• If u (b) ≥ u (a), then set a ≑ b.

• If u (b) < u (a), then set a ≑ b with probability eβn[u(b)−u(a)].

The algorithm runs until the system “freezes”, that is, a stops changing for a fixed number of consecutive iterations

(or until a given number N of iterations has been performed). The selected alternative is a candidate maximizer for the

objective function u.

The grain of randomness injected in the last line of the pseudo-code allows the DM to escape from local maxima and

explore the actions’ landscape (especially at small values of β). In the next section, we use this explorative feature of the

algorithm to obtain information about u and maximize it, even when u itself is initially unknown.

3 UNKNOWN PAYOFFS: ERGODIC ANNEALING

Now assume that the objective function u is unknown to the DM. In particular, consider the important case when u (a) is

the expectation of the random payoff U (a) of alternative a ∈ A, which is unknown because the DM ignores the distribution

FU(a) of the random variable U (a) itself.

Example A basic example is when each U (a) has Bernoulli distribution with unknown probability of success u (a). □

The initial beliefs of the DM about u are represented by a pair (u0, C0) ∈ RA × NA, where

u0 (a)

represents the ex ante expected payoff assigned to a by the DM and

C0 (a)

represents the DM’s confidence in this evaluation. Intuitively, C0 (a) is the number of “preliminary samples of a” on which

the DM bases his expectations.

Example (continued) Assume there are three alternatives a, b, c. The pair (u0, C0) given by

u0 = (1, 0, 1) and C0 = (1, 1, 1)

is interpreted as follows: the DM sampled once from each distribution FU(a), FU(b), FU(c) and observed the realizations

U (a) = 1 U (b) = 0 U (c) = 1

“Sampling” and “observing” can be factual or hypothetical.

3. Originally, tk = (k + 1)L for some fixed “large” loop length L ∈ N and βtk = (1 + ρ)k β0 for some “small” factor ρ ∈ (0,∞).
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Analogously, the pair (u0, C0) given by

u0 = (0.5, 0.7, 1) and C0 = (2, 10, 1)

is interpreted as follows: the DM took 2 samples from FU(a) and observed an average value of 0.5 (that is, one success and one failure),

10 samples from FU(b) and observed an average value of 0.7 (that is seven successes and three failures), and 1 sample from FU(c) and

observed a value of 1 (one success).

Note that the same ex ante evaluation of two different alternatives may be based on different information. For instance, the pair

(u0, C0) given by

u0 = (1, 0.6, 0.6) and C0 = (1, 1000, 5)

is interpreted as follows: the DM took 1 sample from FU(a) and observed one success —the DM has almost no information about

u0 (a), 1000 samples from FU(b) and observed six-hunded successes and four-hundred failures —the DM has a lot of information

about u0 (b), 5 samples from FU(c) and observed three successes and two failures —the DM has some information about u0 (c).4 It

seems safe to assume that the DM has no confidence in u0 (a), lots of confidence in u0 (b), some confidence in u0 (c). The fact that

the observation pseudocount C0 (x) represents a degree of confidence about the ex ante evaluation u0 (x) of x ∈ {a, b, c} can be

formalized in a Bayesian way by means of a product of beta priors, but this goes beyond the scope of the present note. □

Given (u0, C0), if an alternative a is selected again and another sample from FU(a) is taken, a new realization υ (a) of

U (a) is observed. The empirical evaluation of a becomes

u1 (a) =
C0 (a)

C0 (a) + 1
u0 (a) +

1

C0 (a) + 1
υ (a)

and of course C1 (a) is now C0 (a)+ 1. For all b ̸= a in A, empirical evaluation and observation count do not change, that

is u1 (b) = u0 (b) and C1 (b) = C0 (b).

The more observations from a are taken, the better the estimate of the expectation of U (a) becomes. This ergodic

property is at the basis of our algorithm.

Ergodic Annealing: Let βn → ∞.

Initialize. Set u ≑ u0 and C ≑ C0.

Step 0. Choose a ∈ A randomly.

Update. Observe U (a)

set u (a) ≑
C (a)

C (a) + 1
u (a) +

1

C (a) + 1
U (a) and C (a) ≑ C (a) + 1.

Step n+ 1. Choose b ∈ A randomly.

• If u (b) ≥ u (a), then set a ≑ b.

• If u (b) < u (a), then set a ≑ b with probability eβn[u(b)−u(a)].

Update. Observe U (a)

set u (a) ≑
C (a)

C (a) + 1
u (a) +

1

C (a) + 1
U (a) and C (a) ≑ C (a) + 1.

4. Again, this “information” can be factual or introspective.
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The only difference with Simulated Annealing is the update routine that allows the algorithm to learn the values as it

explores.

From a purely conceptual point of view one could think of first learning the values of alternatives, then performing

a standard Simulated Annealing procedure. But this would be unfeasible even in cases with relatively few alternatives

(say a Traveling Salesman Problem with 40 cities). In fact, just performing one draw from each distribution would be

extremely costly (40! draws, one for each possible tour), and performing sufficiently many draws until the empirical

averages converge is utterly impossible.

Our approach learns the payoffs and optimizes it simultaneously. This speeds up the search because the DM is not

interested in finding the true payoff of all alternatives, but only an alternative with highest true payoff. In the simulations

below this corresponds to the fact that while the sequence un of Step n evaluations does not necessarily converge, the

payoff of the chosen alternative converges to the true optimal payoff. Our agent is an empirical optimizer, not an empirical

statistician.

4 SIMULATIONS

In this section we benchmark the Ergodic Annealing algorithm for two classical combinatorial problems: the Directed

Steiner Tree problem on graphs (DST), our initial example, and the Traveling Salesman Problem (TSP), in which the

randomness of traffic and viability between two nodes makes compelling the uncertainty in the cost function.

For the DST problem we adapted the Simulated Annealing algorithm of Osborne and Gillett (1991), while for the TSP

we adapted the original Simulated Annealing algorithm of Kirkpatrick et al. (1983). As discussed above, by “adapting,”

we mean augmenting it with an ergodic updating procedure.

4.1 Directed Steiner Tree

The first motivating example for the Ergodic Annealing algorithm is the one mentioned in the introduction and pictured

in Figure 1, which is formally known as the Directed Steiner Tree problem.

In a DST problem, a directed graph G(V,E) with a non-negative cost c(e) associated to each edge e ∈ E is considered.

The objective is sending a packet from a root node r to each of the terminal nodes R, at minimum cost. Each of the |R|

packets is allowed to travel through some intermediate nodes, called Steiner nodes. The cost of the whole operation is

the sum of the costs of the edges used to send all the packets of information, and the goal is to minimize this quantity.5

The subset of Steiner nodes used is a variable in this problem, and the optimal configuration coincides with the minimum

spanning tree of the subgraph of G induced by the root r, the terminals R, and an optimal subset of intermediate nodes.

Coherently with Figure 1, we consider networks with a layered structure, meaning that the vertices can be divided in an

ordered partition {Vl}Ll=0, with the singleton {r} making up the first layer V0 and the set of terminal nodes R making up

the last layer VL. Every edge e = (v, w) in the graph must be such that its vertices are in subsequent layers, that is, v ∈ Vi

and w ∈ Vi+1, for some i ∈ {0, ..., L− 1}.6

This is a highly non-trivial combinatorial optimization problem (indeed, it is NP-hard), and Simulated Annealing is a

very successful approximation scheme used to tackle it. Therefore a DST with unknown costs is a natural candidate to test

the performance of Ergodic Annealing.

5. Note that we can use an edge as an intermediate channel to reach two different terminal nodes, but its cost will be counted only once. This

can be interpreted as having only a fixed “opening” cost of the channel and no capacity constraints.
6. Since the graph is directed, the order of the vertices is important.
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A key step required to run an annealing algorithm for this problem is the selection of feasible moves from one candidate

solution to another.7 There are different ways to do this. We follow the proposal of Osborne and Gillett (1991), which simply

consists in allowing to move one potential Steiner node (v ∈
⋃L−1

l=1 Vl) from the set of used Steiner nodes to the set of unused

nodes, and vice versa. Then one can easily compute the new Steiner tree by computing the minimum spanning tree on the

resulting subgraph by using Edmonds’ algorithm.8

To study and compare the performance of Ergodic Annealing with respect to Simulated Annealing we ran both

algorithms on a test set of 1000 random graphs with the same true costs each time —known for the Simulated Annealing

agent, unknown to the Ergodic Annealing one. Each graph G = (V,E) in the test set has 13 layers (so 11 layers of

potential Steiner nodes), with a maximum of 12 nodes for each non-root layer. The actual number of nodes for each layer

is chosen uniformly at random from {2, ..., 12}. For each v ∈ V , a node from the previous layer is selected randomly and

automatically connected, to guarantee feasibility. All other possible edges in the graph are present with probability 1/2.

The (true) arc costs are drawn uniformly from the interval (0, 1), and the ex ante expected cost of each arc is initialized to

1/2.

Since root and terminals are fixed in the optimal Steiner tree, we define the size of the graph as the number of potential

Steiner nodes. The average size of a graph in the test was 71.3.

In these moderately large graphs, the two algorithms performed quite similarly. Indeed, they reached the same final

configuration on 322 graphs, and the average absolute deviation with respect to the best configuration found9 was 0.04664.

In words, on average the two procedures found solutions whose costs differed by 4.66%, sometimes with Simulated

Annealing being closer to the true optimal solution, sometimes with Ergodic Annealing performing better.

In Figure 2 we present two examples of Steiner trees found by Ergodic Annealing and Simulated Annealing on graphs

from the test set.

Ergodic Annealing finds configurations of similar cost compared Simulated Annealing, even if the problem it faces is

orders of magnitude harder. Simulated Annealing optimizes over a large but finite set of known configuration costs, while

Ergodic Annealing searches for a minimum cost configuration on a space that is potentially infinite, because the true costs

are unknown and are learned on a continuum space.

4.2 Traveling Salesman Problem

The second benchmark studied in this paper is the well-known Traveling Salesman Problem.

In the classical case a list of cities and distances between each pair of cities are given and known, and the objective

is to find the shortest possible route that visits each city and returns to the starting point. Just like the DST, the TSP is

an NP-hard problem in combinatorial optimization, important in theoretical computer science, operations research and

economics.

In our variant, distances are replaced by average travel times, and the objective is finding the fastest route. The Simulated

Annealing algorithm can solve this problem when these travel times are known, the Ergodic Annealing can solve it even

when travel times are unknown.

We ran a simulation over 2000 random instances of TSP, with cities location chosen randomly from the unit square. The

number of cities was selected at random between 30 and 90, with an average size of graphs in the simulation of 59.68. The

7. A move is considered feasible if it transforms a feasible solution into another feasible solution.
8. In this layered version computing the minimum arborescence is particularly efficient, because the graph is a DAG and there are no recursive

calls in the algorithm.
9. The best configuration is the one of lower cost among the two final configurations found by the algorithms.



8

Fig. 2. Comparison of Ergodic Annealing and Simulated Annealing on two random DST instances.

performance of the two algorithms on the test was almost identical, with Ergodic Annealing performing at least as well

as Simulated Annealing on 995 graphs. The average absolute deviation with respect to the best configuration found was

1.90%.

This simulation provides an even stronger evidence than the one found with the previous benchmark about the validity

of Ergodic Annealing.

In Figures 3 and 4 we present two examples of optimal routes found by Ergodic Annealing and Simulated Annealing
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on graphs from the test set.

5 CONCLUSION

For a given expected payoff u, Ergodic Annealing (implementable by a DM who ignores u and must learn it from the

environment) performs almost as well as Simulated Annealing (which requires the DM to know u ex ante). Thus, Ergodic

Annealing seems to be a promising extension of Simulated Annealing to decision making under uncertainty.

Fig. 3. Random TSP instance with 40 cities where Simulated Annealing finds a slightly suboptimal route compared with Ergodic Annealing.

Fig. 4. Random TSP instance with 40 cities that produced the same final configuration with both algorithms
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Abstract. In this paper, we try to clarify the effects of noise contained in the images within image 

classification tasks by analyzing two different types of noise (Salt and Pepper, Gaussian) with five different 

levels on three Convolutional Neural Network (CNN) models (XceptionNet, GoogleNet, ResNet) using the 

same parameters (Dataset, noise, and level of noise), and how denoising methods can help to alleviate this 

problem, for the last matter, we consider two algorithms the median filter for the salt and pepper noise, and 

the non-local means (NLM) for the gaussian noise.  

We perform our experiments with the Cifar-10 dataset, our results show that noise in images can hinder 

classification tasks and cause it a problem (make it harder to separate classes). Although images were 

denoised, we were unable to reach the results obtained in the noise-free scenarios. 

Keywords: Classification, Noise, Denoising, Convolution, Neural Network 

1 Introduction 

According to literature, nearly 90% of the information received by humans is visual. Hence the 

production of quality images, as well as their digital (and if possible) automatic processing, is therefore of 

considerable importance, while most of computer vision and classification systems neglect pre-processing 

[08] and assume that images are given with high quality [04].  

In the internet, in our phones and laptops, Millions of pictures ranging from biomedical images to 

the images of natural surroundings, such pictures might contain a lot of important information in diverse 

domains of application, which represent a primary source of information and/or visualization. The quality of 

the output image may be inferior to that of the original input picture when converted from one form to 

another by processes like imaging, scanning, or transmitting. Hence, there is a need to improve the quality of 

such images, so that the output image is better for human perception or machine analysis.  

Nowadays Image classification is used in various applications, such as agricultural [01], educational 

and medical [05].  Our work is a part of the classification of images using deep learning which is a learning 

technique that enables a program, for example, to understand spoken language or recognize the content of an 

image allowing machines to learn and recognize objects, now back to our work, it is about of a set of 

comparisons between three architectures of convolutional neural networks. We aim to create a certain 

number of classifiers to images that contains noise and their restored versions, the results will be compared 

with each other to see the resilience of Convolutional Neural Networks (CNN) over distinct type of noise 

with different levels. 

2 Related works 

This is not the first time such experimentation is done to understand the impact of noisy images (in 

any way possible) in the performance of CNNs within image classification tasks. There are papers studying 

the effects of noise in the capability of CNNs to learn [02], [07].  

Noise in images can hinder classification tasks; this knowledge is already discovered with systems 

that employ convolutional Neural Networks [06], and in systems that use handcrafted features. In [04] They 

evaluated 4 deep neural network architectures, they show that the performance of these networks is affected 

when classifying images with lower quality compared with the image quality in the training set, their 

experiments do not cover the presence of noisy images in the training set.  

https://www.sciencedirect.com/topics/engineering/image-classification
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While Paranhos da Costa et al in [03] takes in consideration that noisy images might appear in the 

training set, they created noisy versions and generated their restored versions, they used hand-crafted 

features (LBP and HOG) and SVM classifiers were trained with each version of the training set. Their 

results show that classifiers suffer to generalize to different noisy data and image classification becomes 

harder. 

Our work is an extension of [03]. As all we believe that noise in any way possible, makes 

classification more difficult, our experiments exploited state of the art deeper artificial neural network 

architectures such as RESNET and XCEPTIONET, second, we train all the architectures using the same 

dataset version for better comparison. 

3 Results and Discussion 

To evidently visualize the impact of noise and filtering methods in the image quality, the structural 

similarity index measure (SSIM) [09] and the peak signal-to-noise ratio (PSNR) [10] values are shown in 

TABLE I. 

Smaller values in both the PSNR and SSIM indicate less similarity between the images of the 

original dataset version and the version compared to. By comparing the results while training and testing our 

chosen models with the same dataset (same noise and level) we can see how much harder separating 

between classes gets for these models. It has long been clear that increasing noise levels have undesired 

consequences. To better understand this, TABLE II shows the accuracy of our selected models trained on 

noisy datasets and their restored versions. 
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P = 0.1 0.76 0.97 15.26 25.39 

P = 0.2 0.60 0.95 12.46 23.47 

P = 0.3 0.48 0.93 10.90 21.19 

P = 0.4 0.41 0.88 9.85 18.92 

P = 0.5 0.34 0.82 9.08 16.87 

G
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 = 10 0.87 0.87 16.92 17.17 

 = 20 0.73 0.77 14.22 15.50 

 = 30 0.58 0.67 12.45 15.29 

 = 40 0.44 0.54 11.20 14.62 

 = 50 0.31 0.45 10.28 13.77 

TABLE I SSIM AND PSNR FOR EACH  

NOISE LEVEL 

 

 

 

 

XceptionNet GoogleNet  ResNet 
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P = 0.1 77.12 81.15 77.98 80.12 66.07 73.04 

P = 0.2 74.47 78.50 72.11 77.84 62.89 72.38 

P = 0.3 66.26 76.14 67.59 75.61 58.22 69.38 

P = 0.4 62.77 72.88 62.48 74.80 51.43 67.33 

P = 0.5 57.02 74.43 57.06 73.30 49.04 64.94 

G
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n
 

 = 10 76.76 69.92 73.70 68.02 68.11 63.29 

 = 20 75.24 70.45 73.82 71.42 68.21 63.61 

 = 30 60.37 62.54 66.58 58.97 62.31 56.98 

 = 40 52.33 55.69 51.44 44.99 47.32 52.15 

 = 50 27.97 51.54 25.60 51.28 23.19 46.83 

TABLE II PERCENTAGE ACCURACY 

OF EACH MODEL WHEN TRAINING 

AND TESTING USING THE SAME 

DATASET VERSION 

our scrutiny is divided into two steps (in both steps we chose the middle level of noise to work with 

throughout this scrutiny):  

A. Inter-models: The goal here, is to visualize which architecture is better resilient when dealing 

with noise in datasets, and see how much harder classifying these image datasets gets. Even so it seems that 

GoogleNet did the great work but in general, and accordingly to TABLE II the XceptionNet model did 

better than the other models when dealing with noisy dataset.  

B. Intra-models: Here we compare the obtained accuracies using the same model with three datasets 

(noise-free, noisy, denoised) the goal is to see how the image quality affect the models, and how much the 

denoising methods are helping in the cases that of noisy images. To display the importance/effects of de-
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noising methods, and how they are helping override this hurdle the results shown in TABLE II are plotted 

in Fig. 1 and Fig. 2. 

 
Fig. 1. Comparison of the accuracy of each network while 

training with Salt and Pepper noisy datasets and de-noised 

ones using median filter (a) results using ResNet 

architecture (b) results using GoogleNet architecture (c) 

results using XceptionNet architecture. 

 
Fig. 2. Comparison of the accuracy of each network while 

training with Gaussian noisy datasets and de-noised ones 

using NLM filter (a) results using ResNet architecture (b) 

results using GoogleNet architecture (c) results using 

XceptionNet architecture.

 

4 Conclusion 

Training deep convolutional neural networks with datasets after adding noise to their images at a 

known level has shown how hard classifying these images gets, our study covered two types of noise with 

five levels for each type, likewise you can test other types of noise with different models. Our results show 

that the CNN architectures are having a hard time classifying the images affected by noise in both training 

and test sets. 

Regarding the noise reduction algorithms, the dataset restored by median filtering where able to 

improve accuracy and image quality compared to their Salt and Pepper noisy counterparts, but in the other 

hand, datasets versions that were hindered with Gaussian noise gave better results than their restored 

counterparts using NLM filter, that’s because of the resulted blur in the image after using the NLM filter.  

The final point of this paper is that the more noise you add to an image, the harder it is to classify. 
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Shortest Path in Tunnelled Network
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Abstract

This work investigates the implementation of an Evolutionary Algorithm (EA) as a meta-
heuristic search tool to design a path computation tool to help find the shortest path(s) from
a source node to a destination node to send data over. The bespoke tool will also provide
an additional benefit of loose source routing in a scenario where internet tunnels are present
in a part of the network topology. However, the EA-generated optimal paths may or may
not have tunnels present in them but the costs associated will be optimised using the evo-
lutionary computation. The objective functions for optimisation will be designed based on
the cost values associated with the end-to-end path.
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José Barrera∗1, Broderick Crawford∗1, Felipe Cisternas1, Ricardo Soto1, and Giovanni
Giachetti2

1Pontificia Universidad Católica de Valparáıso – Chile
2Universidad Andrés Bello [Santiago] – Chile

Abstract

This extended abstract presents the methodology employed in a systematic literature
review (SLR) that aims to investigate Feature Selection (FS) and Optimization Techniques.
The study focuses on understanding the objective function, performance evaluation metrics,
optimization techniques, and practical applications of feature selection. The methodology
section provides an overview of the systematic approach adopted for conducting the literature
review.
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Abstract

Metaheuristic algorithms have been recognized for their effectiveness in solving non-
convex and non-linear complex optimization problems. These algorithms are influenced by
landscape bias, guided by objective function values, and algorithmic operator bias directed
by the operator used in the algorithms. The presence of algorithmic operator bias, also
known as structural bias, forces the population to revisit a particular region, badly affect-
ing the algorithm’s exploration capacity. Also, since the population revisits the same place
without gaining new information, it increases computational costs and slows the convergence
rate. Therefore, it is crucial to identify and address structural bias to enhance algorithm
performance and reduce computational time. To the best of our knowledge, no previous
study has focused on investigating the structural bias of the Sine Cosine Algorithm (SCA)
in the existing literature. Therefore, the main objective of this study is to examine the
structural bias present in the SCA, a widely used metaheuristic algorithm. To investigate
structural bias signature test is employed. Additionally, average Euclidean distances of the
population is calculated to assess spatial relationships and overall distribution. Our analysis
uncovers a prominent bias in the SCA towards the axes and the origin, suggesting a strong
tendency to converge towards specific regions within the search space. By understanding and
characterizing this bias, we provide valuable insights into the behavior of the SCA, which
can contribute to the research community’s understanding and guide future improvements
in algorithm design.
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Abstract

The automatic design of multi-objective metaheuristics is an active research line aimed
at, given a set of problems used as training set, to find the configuration of a multi-objective
optimizer able of solving them efficiently. The expected outcome is that the auto-configured
algorithm can be used of find accurate Pareto front approximations for other problems.
In this paper, we conduct a study on the meta-optimization of the well-known NSGA-II
algorithm, i.e., we intend to use NSGA-II as an automatic configuration tool to find con-
figurations of NSGA-II. This search can be formulated as a multi-objective problem where
the decision variables are the NSGA-II components and parameters and the the objectives
are quality indicators that have to be minimized. To develop this study, we rely on the
jMetal framework. The analysis we propose is aimed at answering the following research
questions: RQ1 - how complex is to build the meta-optimization package?, and RQ2 - can
accurate configurations be found? We conduct an experimentation to give an answer to these
questions.
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Abstract

Feature selection plays a crucial role in optimizing the quality of machine learning mod-
els by identifying relevant features while discarding redundant and harmful ones. However,
the combinatorial explosion of feature subsets makes exhaustive evaluation impractical. In
this article, we focus on feature selection for Amyotrophic Lateral Sclerosis (ALS) predic-
tion using clinical trial data. We also evaluate different selection methods in challenging
scenarios, highlighting the impact of dataset structure. With limited, noisy, and redundant
data, we propose an improved heuristic based on differential evolution called Tournament
In Differential Evolution (TIDE). Experimental results demonstrate that our heuristic out-
performs common feature selection techniques, especially in ALS data achieving a predictive
accuracy score of 82.04%. Our hybrid heuristic, ”TIDE+ReliefF,” consistently achieves the
best predictive quality, convergence speed, and stability while converging on a smaller fea-
ture subset. Overall, our study emphasizes the contribution of feature selection methods,
particularly differential evolution, in improving predictive quality not only for ALS but for
most datasets regardless of their structure.
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Abstract

Hyperheuristics represent a generic method that provides a high-level of abstraction so
as to be able to deal with several problem domains. This category of methods consists in
managing a set of heuristics and tries to find the best sequence that gives good quality
results. This paper proposes a hyperheuristic simulating the honey bees mating behavior to
solve the Patient Admission Scheduling Problem (PASP). The PASP is an NP-hard problem
that represents an important field in the health care discipline. To perceive the influence of
the heuristics on solving the problem, we implemented two versions of hyperheuristics, each
one is working on a different set of heuristics. The results show that one of the versions
generates better results than the other which reveals the important role of the quality of
basic heuristics to enhance the hyperheuristic performance.
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Abstract

The Circle Packing Problem (CPP) is a well-known optimization problem with a wide
range of applications. It is difficult to identify exact solutions for the CPP as it is a NP-
hard problem. As a result, metaheuristic algorithms are efficient approach to address this
challenging problem. This paper presents an extensive literature review of the role and
effectiveness of metaheuristic algorithms in solving the CPP. The objective of this paper
is to examine the applications, advancements, and potential of metaheuristic algorithms
in solving the CPP. Moreover, case studies and real-world examples of how metaheuristics
have been used to address the CPP. Finally, some suggested possible future areas are also
highlighted for the researchers who want to utilize metaheuristic algorithms for solving the
CPP and related optimization problems.
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Abstract

The marine predators algorithm (MPA) is a recently developed metaheuristic
algorithm that is inspired by the foraging behavior of marine predators. It has been widely
used to solve real-life optimization problems. However, it frequently gets trapped in a local
optima since it is unable to have a diversified population in the early stages of optimization.
To overcome the premature convergence problem of MPA, this paper introduces an improved
version of the marine predators algorithm named as opposition-based local escaping marine
predators algorithm (OLMPA). There are two ways in which the improvement is carried out.
The first improvement uses opposition based learning (OBL) assures the diversity of solu-
tions in the search space. The second improvement uses the local escaping operation, which
creates new solutions that replace the worst solutions to estimate the best solution. These
enhancements are designed to address the imbalance between exploration and exploitation.
The proposed OLMPA is tested on 23 benchmark functions. The numerical and statistical
experimental results show that the proposed algorithm overperformed classical MPA.
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Abstract

This article proposes the utilization of a classical metaheuristic in our framework for
selecting binarization schemes based on reinforcement learning. Our selector enables the
binarization of continuous metaheuristic, allowing for its application in binary domains.
In our previous works, reviewers commonly questioned why we didn’t use more popular
metaheuristics like PSO. Finally, we present the implementation and the results obtained,
which demonstrate the successful performance of PSO, whether using QL or BQSA, in solving
a coverage problem.
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1ESEO - – École supérieure d’électronique de l’ouest [Angers] – France
2LIMTIC Laboratory, UTM University – Tunisia

Abstract

This paper studies the days off scheduling problem when the demand for staffing may
differ from day to another and when the total load is fixed in advance for each employee. The
scheduling problem is then to assign on-days and days-off to employees with different objec-
tives: (1) exactly met the demand and the offer requirement (2) satisfy as best as possible
the requirements. For each one, we propose a polynomial time algorithm based on network
flow to construct a feasible scheduling.
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Abstract

This paper deals with a new variant of the non-preemptive unrelated parallel machines
scheduling problem with setup times. We first formulate the problem as a mixed integer
linear program (MILP), and further devise an exact algorithm based on a branch-and-cut
(B&C) algorithm for solving the problem. Due to the complexity of the problem, we propose
a metaheuristic based on an iterated local search (ILS) algorithm. Using this, we provide
several matheuristics based on a two stage algorithm: ILS first and branch-and-cut last.
We carry out a comparative study between these methods and show the effectiveness of our
approach using small-sized instances and large-sized ones.
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Abstract

Uniformly deployed sets (UDS) are combinatorial objects
that contain n-bit binary words of weight p as their elements and each
pair of such words has at most t ones on the same positions (where t is a
given natural number). In our contribution, we present a fast algorithm
for the construction of UDS and we show some possibilities of their usage
in various areas of computer science. For example, UDS can be used for
increasing the effectiveness of heuristics in optimisation problems.
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Abstract

We implement AntClust, a clustering algorithm based on the chemical recognition system
of ants and use it to cluster images of cars.
We will give a short recap summary of the main working principles of the algorithm.
Further, we will describe how to define a similarity function for images and how the imple-
mentation is used to cluster images of cars from the vehicle re-identification data set.
We then test the clustering performance of AntClust against DBSCAN, HDBSCAN and
OPTICS.
Finally one of the core parts in AntClust, the rule set can be easily redefined with our im-
plementation, enabling a way for other bio-inspired algorithms to find rules in an automated
process.
The implementation can be found on GitLab ”https://gitlab.com/Winnus/antclust”
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Abstract

Black-box auto-tuning methods have been proven to be efficient for tuning configurable
computer appliance. However, because of the shared nature and the complexity of the soft-
ware and hardware stack of some systems such as cloud or HPC systems, the measurement
of the performance function can be tainted by noise during the tuning process, which can
reduce and sometime prevent, the benefit of auto-tuning. An usual choice is to add a resam-
pling step at each iteration to reduce uncertainty, but this approach can be time-consuming.
In this paper, we propose a new resampling and filtering algorithm called EVADyR (Efficient
Value Aware Dynamic Resampling). This algorithm is able to tune efficiently a prefetching
strategy in the case of multiple parallel accesses. Because it finds a better exploration versus
exploitation trade-off by resampling only promising parametrizations and increases the level
of confidence around the suggested solution as the tuning process advances, it outperforms
state of the art dynamic resampling by reducing the distance to the optimum by 93.5%,
as well as speed-up the experiment duration by 45.8% because less iterations are needed
to reach the found optimum. An additional proof of this study is the demonstration of the
importance of using noise reduction strategies for the optimization of highly shared resources
such as HPC or cloud systems.
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Abstract

Accurate and optimized harvest schedules should improve the subsequent harvest perfor-
mance. In this work, we formulate a bi-objective optimization model used to improve harvest
effectiveness, measured by the amount of unnecessarily produced waste, and its efficiency,
measured by the time required for harvest completion. The proposed model considers a farm
field divided into management units that are treated and harvested independently and assume
storage and processing limits that dictate the pace of the optimal harvest. The optimiza-
tion problem is solved using 2 distinctive metaheuristic techniques. We examined adaptive
large neighborhood search (ALNS) as a model-driven single-solution-based metaheuristic and
non-dominated sorting genetic algorithm II (NSGA-II) as a data-driven population-based
approach. Optimization techniques were tested on 20 synthesized test cases. All obtained
results emphasize the significant and consistent dominance of the ALNS over the NSGA-II.
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Abstract

This study addresses a real industrial problem faced by a company operating an energy
distribution network: the efficient assignment of tasks to their agents.
This problem involves determining the best routes for agents to visit multiple tasks, known
in the literature as the Technician Routing and Scheduling Problem (TRSP).

It considers a limited number of agents, and tasks located in different areas. Each task
has a service duration, a time window during which the service should be executed, and a
set of required skills.

Additionally, agents possess different skills, multiple availability intervals, and a maximum
daily working time. The objective is to minimize the total traveled distance, including penal-
ties for unrouted tasks.
To tackle this problem, we propose an order-first split-second approach that combines a
memetic algorithm using a giant tour encoding of the chromosome with an extension of the
optimal split method. Our primary objective is to evaluate the effectiveness of this approach
on a real case of the TRSP problem in the context of energy network management. The
second objective is to compare our genetic algorithm, which uses the giant tour encoding
with a genetic algorithm scheme that employs an indirect encoding representation proposed
in the literature. Il is worth noting that this indirect enconding has proved its effectiveness
on real instances of an industrial problem, which is similar to our case study. We aim to test
different implementations of the proposed genetic algorithms on real instances to evaluate
the impact of the extended optimal split, local search, and encoding type.
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A comparative analysis of simheuristics to address

the berth allocation problem in bulk ports

Daniel Mendoza-Casseres∗1

1Universidad del Atlántico – Colombia

Abstract

This study deals with the Berth Allocation Problem (BAP) in bulk ports which are NP-
hard problems. Bulk cargo is one that is transported in large quantities without packaging.
The bulk terminals carry out the loading through devices called shiploaders. Metaheuristics
such as Genetic Algorithms, Tabu Search, Greedy Randomized Adaptive Search Procedure
(GRASP) and Simulated Annealing (SA) have been implemented for BAP in bulk ports.
Other studies have used simulation for the BAP; however, there is little research that uses
simulation-optimization approaches, mainly using the Simheuristic method. Simheuristics
extend metaheuristics by adding a simulation layer that allows the optimization component to
deal with scenarios under uncertainty.This short paper proposes the scheduling of vessels with
the variation of shiploaders in bulk ports using GRAPS or SA metaheuristics in a simulated
environment to make a comparison. Initially, the SA and GRASP metaheuristics have been
implemented for the BAP in bulk ports without simulation. This extended abstract of work-
in-progress proposes a simheuristic approach for addressing the berth allocation problem in
bulk ports. Stochastic loading times and stochastic set up times will be considered in a bulk
terminal to show the use of the resources used by the port. The simulation model discrete
BAP with metaheuristics will be built using FlexSim Software 2023. An optimization cycle
will be scheduled. This cycle consists of configuring an optimization loop using C++ and
FlexSim. The purpose is to obtain results from stochastic instances with the Simheuristics
to minimize the total penalty cost. Keywords: Simheuristics, Scheduling, GRASP, SA,
BAP.
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A Simulated Annealing Based Approach for the

Roman Domination Problem

Jakob Greilhuber∗1, Sophia Schober1, Enrico Iurlano1, and Günther R. Raidl1

1Algorithms and Complexity Group, TU Wien, Favoritenstr. 9/1921, 1040 Vienna – Austria

Abstract

The Roman Domination Problem is an NP-hard combinatorial optimization problem on
an undirected simple graph. It represents scenarios where a resource shall be economically
distributed over its vertices while guaranteeing that each vertex has either a resource itself or
at least one neighbor with a sharable surplus resource. We propose several (meta-)heuristic
approaches for solving this problem. First, a greedy construction heuristic for quickly gen-
erating feasible solutions is introduced. A special feature of this heuristic is an optional
advanced tiebreaker. This construction heuristic is then randomized and combined with a
local search procedure to obtain a greedy randomized adaptive search procedure (GRASP).
As an alternative, we further propose a simulated annealing (SA) algorithm to improve the
solutions returned by the construction heuristic. As we observe different pros and cons for
the GRASP and the SA, we finally combine them into a simulated annealing hybrid, which
interleaves phases of greedy randomized construction and phases of simulated annealing. All
algorithms are empirically evaluated on a large set of benchmark instances from the liter-
ature. We compare to an exact mixed integer linear programming model that is solved by
Gurobi as well as to a variable neighborhood search from the literature. In particular the
simulated annealing hybrid turns out to yield on average the best results, making it a new
state-of-the-art method for the Roman domination problem.
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Mixed-variable surrogate-based optimization using

probability features for categorical variables

Charlotte Beauthier∗1, Sylvério Pool Marquez2, Caroline Sainvitu3, and Annick
Sartenaer2
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2University of Namur, naxys Institute – Belgium
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Abstract

A globally effective approach to high-fidelity optimization problems based on compu-
tationally expensive analysis lies in the exploitation of surrogate models, also known as
metamodels or response surface models. They act as cheap-to-evaluate alternatives to the
original high-fidelity models reducing the computational cost, while still providing improved
designs. The underlying principle of Surrogate-Based Optimization (SBO) consists in accel-
erating
the optimization process by essentially exploiting surrogates for the objective and constraint
evaluations, with a minimal number of function calls to the high-fidelity models for keeping
the computational time within affordable limits.

In the literature, the vast majority of described SBO is limited to a purely continuous design
space, i.e., an optimization

context where each design variable is a continuous variable.

However for real engineering problems, design variables can
have different natures (continuous, integer, discrete and categorical).
One of the main challenges is the handling of the non-continuous variables within the whole
opti-
mization process. We present here a SBO framework handling mixed variables with a focus
on the
management of the categorical ones. More precisely, we propose an adaptation of the strat-
egy that
(Wang et al., 2021) have developed to handle categorical variables within a Particle Swarm
Opti-
mization (PSO) algorithm, to an Evolutionary Algorithm (EA) as inner optimizer of the
SBO loop.

Complete abstract in attachment, pdf file. thanks
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Machine Learning-based Per-Instance Algorithm

Selection for High-Performance Subgraph

Isomorphism Enumeration

Syed Ibtisam Tauhidi∗1, Arindam Karmakar2, Thai Son Mai3, and Hans
Vandierendonck3

1Queen’s University Belfast – United Kingdom
2Tezpur University – India

3Queen’s University Belfast – United Kingdom

Abstract

The Subgraph Isomorphism Enumeration (SIE) problem requires discovering all the em-
beddings of a pattern (or query) subgraph in a given data graph. The problem is NP-
complete, and numerous exact heuristic algorithms have been proposed to speed up the
execution of the problem. Based on the observation that no heuristic is the fastest for all
pattern and data graph pairs, we design a metaheuristic for per-instance algorithm selection
to determine the fastest heuristic for each graph pair. We hypothesise that the connections
and properties of vertices in the graph pair are indicative of the best-performing heuristic
algorithm. As such, we design a Machine Learning (ML)-based metaheuristic algorithm and
investigate how well various types of graph features and ML algorithms predict performance.
Our best-performing metaheuristic improves the execution speed of the SIE problem by up
to 1.54 times across 8 data graphs compared to any single heuristic algorithm. The anal-
ysis furthermore identifies remaining challenges unique to specific data graphs in the SIE
problem.
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A systematic review and ranking of operators in

adaptive large neighborhood search for vehicle

routing problems

Stefan Voigt∗1

1Catholic University of Eichstätt-Ingolstadt – Germany

Abstract

This article systematically reviews the literature on adaptive large neighborhood search
(ALNS) to gain insights into the operators used for vehicle routing problems and their
effectiveness. The ALNS has been successfully applied to a variety of optimization problems,
particularly variants of the vehicle routing problem. The basic idea of the ALNS is to
gradually improve an initial solution by modifying it using removal and insertion operators.
However, relying solely on adaptive operator selection is not advisable. Instead, authors
often conduct experiments to identify operators that improve the solution quality or remove
detrimental ones. This process is mostly cumbersome due to the wide variety of operators,
further complicated by inconsistent nomenclature. The goals of this article are to classify
operators using consistent terminology, analyze their performance and establish a common
basis for future research. To achieve these goals, we conduct a network meta-analysis of
211 articles that meet our criteria, and we employ incomplete pairwise comparison matrices,
similar to rankings used in sports, to rank the operators. We identify 57 distinct removal
and 42 insertion operators, and our analysis ranks them based on their effectiveness. Our
findings reveal that sequence-based removal operators, which remove sequences of customers
in the current solution, are the most effective. The best-performing insertion operators are
those that exhibit foresight, such as regret insertion operators.
Finally, best practices and possible future research directions are discussed.
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Hyperheuristic as Tuning Tool of Generalized Swap

Strategy

Marek Kvet∗1 and Jaroslav Janáček

1University of Žilina – Slovakia

Abstract

This paper introduces a hyperheuristic, which is supposed to be used as a tuning tool
of generalized swap strategy suggested for Pareto front approximation. Pareto front as a
small subset of all feasible solutions is searched for whenever the solved location problem
combines two contradictory criteria. The quality of obtained results will be evaluated based
on comparing the complete Pareto front to its approximation. The used problem instances
correspond to real systems established in self-governing regions of Slovakia.
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Artificial Intelligence for Metaheuristic Parameter

Setting

Jaroslav Janáček∗ and Marek Kvet∗1

1University of Žilina – Slovakia

Abstract

The scientific content of this paper focuses on service system optimization. The main goal
of presented research consists in extending current portfolio of solving approaches for such
discrete location problems, in which two contradictory objectives are to be optimized. Due
to different optimization criteria, a small subset of feasible solutions respecting a specific
non-dominance property needs to be searched for. Obtaining the complete Pareto front
is a time-consuming challenge. This phenomenon has led to the development of various
metaheuristic approaches, which are able to bring an approximation of the original Pareto
front. Mentioned approximate approaches may be sensitive to different parameters. That is
why we pay attention to artificial intelligence for metaheuristic parameter settings. Suggested
algorithm was tested on middle-sized benchmarks derived from real world. The obtained
Pareto front approximations are compared to the complete sets of non-dominated solutions,
which are available.
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Trend-Risk in Complex Portfolio Selection Strategy

David Neděla∗1, Sergio Ortobelli1,2, and Tomas Tichy1

1Technical University of Ostrava [Ostrava] – Czech Republic
2Università degli studi di Bergamo – Italy

Abstract

In this work, we provide an alternative trend (time)-dependent risk measure to Ruttiens’
accrued returns variability (Ruttiens, 2013). We propose to adjust the calculation procedure
to achieve an alternative risk measure. Our modification eliminates static mean component
and it is based on the deviation of squared dispersions, which reflects the trend (time factor)
precisely. Moreover, we also present a new perspective on dependency measures and we apply
a PCA to a new correlation matrix in order to determine a parametric and nonparametric
return approximation. In addition, the two-phase portfolio selection strategy is
considered, where the mean–variance portfolio selection strategies represent the first opti-
mization. The second one is the minimization of deviations from their trend leading to
identical mean and final wealth. Finally, an empirical analysis verify the property and ben-
efit of portfolio selection strategies based on these trend-dependent measures. In particular,
the ex-post results show that applying the modified measure allows us to reduce the risk
with respect to the trend of several portfolio strategies
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Mixed Integer Linear Programming Based Large

Neighborhood Search Approaches for the Directed

Feedback Vertex Set Problem
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Abstract

A directed feedback vertex set (DFVS) of a directed graph is a subset of vertices whose
removal makes the graph acyclic. Finding a DFVS of minimum cardinality is the goal of
the directed feedback vertex set problem, an NP-hard combinatorial optimization problem.
We first consider two mixed integer linear programming (MILP) models for this problem,
which, when solved with Gurobi, are effective on graphs of small to medium complexity
but do not scale well to large instances. Aiming at better scalability and higher robustness
over a large variety of graphs, we investigate a large neighborhood search (LNS) in which a
destroy operator removes randomly chosen nodes from an incumbent DFVS and one of the
MILP models is used for repair. Regarding the destroy operator, finding a best degree of
destruction is challenging. A main contribution lies in proposing several selection strategies
for this parameter as well as a strategy for choosing the more promising MILP model for
repair. We evaluate the performance of the MILP models and different LNS variants on
benchmark instances and compare the approaches to each other as well as to state-of-the-art
procedures. Results show that our LNS variants yield clearly better solutions on average
than standalone MILP solving. Even though our approaches cannot outperform the state-
of-the-art, we gain valuable insights on beneficially configuring such a MILP-based LNS.
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